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Abstract—In the context of Industry 4.0, the medical industry is horizontally integrating the medical resources of the entire industry through the Internet of Things (IoT) and digital interconnection technologies. Speeding up the establishment of the public retrieval database of diagnosis-related historical data is a common call for the entire industry. Among them, the Magnetic Resonance Imaging (MRI) retrieval system, which is one of the key tools for secure and private the Internet of Medical Things (IoMT), is significant for patients to check their conditions and doctors to make clinical diagnoses securely and privately. Hence, this paper proposes a framework named MRCG that integrates Convolutional Neural Network (CNN) and Graph Neural Network (GNN) by incorporating the relationship between multiple gallery images in the graph structure. First, we adopt a Vgg16-based triplet network jointly trained for similarity learning and classification task. Next, a graph is constructed from the extracted features of triplet CNN where each node feature encodes a query-gallery image pair. The edge weight between nodes represents the similarity between two gallery images. Finally, GNN with skip connections is adopted to learn on the constructed graph and predict the similarity score of each query-gallery image pair. Besides, Focal loss is also adopted while training GNN to tackle the class imbalance of the nodes. Experimental results on some benchmark datasets, including the CE-MRI dataset and a public MRI dataset from the Kaggle platform, show that the proposed MRCG can achieve 88.64% mAP and 86.59% mAP, respectively. Compared with some other state-of-the-art models, the MRCG can also outperform all the baseline models.
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I. INTRODUCTION

Benefiting from the wave of digital transformation in the context of Industry 4.0, advanced general hospitals have integrated their medical resources through vertical integration [1], [2], [3]. Currently, plenty of medical alliances are also opening up the originally isolated information systems of the hospital through horizontal integration and end-to-end integration and promote the further utilization of medical resources in the form of more open and collaborative [4], [5], [6], [7]. Specifically, the hospitals that have established the alliance are contributing their originally closed medical data and building a larger and richer medical resource database through the alliance to serve doctors’ diagnoses [8], [9], [10]. In addition, as the modern patient, what he faces is no longer a single doctor but a networked medical resource database. Patients have the opportunity to use mobile terminals to safely and actively participate in the decision-making of self-medical management and health management instead of giving all their private data permissions to medical institutions. As a typical standardized medical data, magnetic resonance imaging (MRI) is one of the important references for medical diagnosis. With the development of medical databases, a massive amount of MRI data is collected daily. To use MRI data effectively, it is important to develop a safe and secure retrieval system for clinicians, patients, and even healthy people [11], [12], [13]. Retrieving the image with the highest similarity from the medical database is significant for successful clinical decision making and diagnostic opinion. At the same time, related patients and healthy people are also interested in checking their conditions timely and privately [14], [15]. Hence, how to build an effective MRI retrieval system for secure and private the Internet of Medical Things (IoMT) is necessary for both scientific research and medical applications.

With the development of the Convolutional Neural Network (CNN), it has been applied in many medical areas, including medical image/signal classification [16], [17], tumor localization [18], and clinical decision making [19], [20]. Due to its powerful feature extraction ability in Euclidean space, CNN can also extract much useful information from MRI data. To make use of the features from deep learning and improve the image retrieval performance, some similarity learning methods, such as Siamese [21] and triplet [22] architecture, is proposed, which aims to shorten the distance between similar images in the feature space. However, these methods
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The main contributions of this work can be summarized as follows:

1) The query-gallery image sets are constructed and fed to a CNN trained jointly for similarity learning and classification, which helps to extract the global features and obtain more useful information;

2) A graph, which is built based on extracted features from CNN, is input to train the GNN and obtain the node classification and then retrieval results;

3) Experimental results on some benchmark datasets and comparisons with state-of-the-art works verify the performance of the proposed MRCG.

The rest of this paper is organized as follows: Section II reviews related work, Section III introduces the proposed method, Section IV presents the experimental setup and results, and Section V summarizes the work and suggests future work.

II. RELATED WORK

Retrieval system plays an importance role in IoMT including not only image retrieval [24], [25] but also information retrieval [26]. Traditional image retrieval approaches extract hand-crafted features from images which are then used to calculate the similarity between MRI. Some classic works are listed as follows: Bag-of-words (BoW) [27] combines with metric learning using Mahalanobis distance; Fisher vector [28] combines local features and forms the representation of a single image; Margin information descriptor (MID) [29] is used to extract the local features of the tissues surrounding brain tumors; Huang et al. [30] used brain tumors as ROI to construct a BoW model and calculate the data similarity using rank error-based metric learning. Besides the above traditional methods, many other novel works have emerged in recent years [24], [26], [31], [32].

With the rapid development of deep learning, CNN has become the popular approach to extract features from Euclidean space. In addition, GNN attracts attention from many researchers for its powerful graph representation in non-Euclidean space. Hence, the following section reviews relevant studies on image retrieval and categorizes them into two types: CNN-based and GNN-based studies.

A. CNN-based Approaches

Feature extraction is the main task in CNN-based MRI retrieval. Various pre-trained CNN has been used for feature extraction on interstitial lung disease (ILD) datasets [33]. Besides, a 3D-CNN [34] is proposed to extract brain tumor from the images and later feed into pre-trained Vgg19 to get the feature representations of the brain tumor. Earlier, methods that combined CNN and other techniques are used in medical image retrieval tasks. Liu et al. [35] search images based on the feature extracted from CNN and the search results are refined with Radon barcodes. Furthermore, CNN is used jointly with edge histogram descriptor (EHD) to extract the global and local features of the images [36].

As an end-to-end approach to extract image features for image retrieval tasks, CNN is first trained for classification tasks and then the intermediate fully connected is later used to calculate the Euclidean distance between images [37], [38]. Deep Belief CNN [39] is also used to learn the image representations. In addition, Kruthika et al. [40] ensemble 3D Capsule Networks, 3D CNN, and 3D autoencoders to improve the learning of feature representations.

In recent years, Siamese CNN [21], [41] has been adopted for similarity learning using pre-trained CNN as the backbone. The aim of similarity learning is to minimize the distance between similar images and maximize the distance between different images in the feature space. Owais et al. [42] show
that image features extracted using transfer learning are more distinctive compared with training CNN from scratch. Besides, CNN-based MRI processing system [43] has also been applied to many areas, such as abnormal detection [44] and Alzheimer’s disease classification [45].

B. GNN-based Approaches

Recently, GNN has attracted attention due to its ability to learn the representations of the graph that has a non-Euclidean structure. With the emergence of GNN, content-based retrieval approaches using GNN have been proposed with two common pipelines: (1) query and gallery image features are first extracted with CNN. A graph is then constructed from the extracted features where each node encodes the relationship between single query-gallery image pair [23]; (2) image is first segmented and fed into CNN for feature extraction. And then, a graph is constructed from the extracted features of the subregions where each node represents a subregion [46]. GNN, with application to retrieval task, has been receiving growing interest because it can learn the relationship between images that are linked with graph edges. It overcomes the limitations of similarity learning based on CNN that considers only the pairwise similarity of query-gallery image pairs. As such, a GNN-based retrieval system can learn more information compared with those approaches using CNN only.

To handle data in a graph structure, recent studies focus on GNN, which mainly consists of spectral-based [47], [48] and spatial-based [49], [50] graph convolutions. For example, Yan et al. [23] employ a relative attention module to filter useful context information in the image. Next, the graph is built based on the context information and trained with GNN.

Till now, the usage of GNN in the medical image is still in its infancy. Adnan et al. [46] represent each patch from the whole slide image (WSI) as graph nodes. ChebNet also outperforms GraphSage in the lung cancer classification task [47]. In addition, Gu et al. [51] conduct experiments on probe-based confocal laser endomicroscopy (pCLE) and histology images by building a multimodal graph for the cross-modal retrieval task. Hence, how to adopt the GNN for MRI retrieval system effectively is still a challenge. Furthermore, constructing a CNN and GNN-based retrieval system is also curial for IoMT.

III. METHODOLOGY

The main pipeline of the proposed method is shown in Fig. 2. First, a set of images is fed into CNN for feature extraction. Next, the graph is constructed from the feature vectors where each node feature embeds the relationship of a query-gallery image pair. The edge weight between two nodes is defined as the similarity between both gallery images. However, the convolution operator in CNN cannot be applied directly to the graph. To solve this issue, the graph convolutional layer (GCL) is adopted to handle the graph data to learn the node representations, which are then utilized for node classification. Finally, GNN classifies each node as 0 or 1 to decide whether the query-gallery pairs belong to the same class.
Given two gallery image feature vectors, \( q \) and \( g \), from the CNN network. Nodes with query-gallery pair being \( N \) by sampling

\[
L_{\text{CNN}} = L_{\text{Triplet}} + \lambda L_{\text{CE}}
\]

where \( \lambda \) controls the weights of cross-entropy loss on the total loss. \( L_{\text{Triplet}} \) and \( L_{\text{CE}} \) denote triplet loss and cross-entropy loss, respectively.

\section*{B. Graph Neural Network}

1) Graph Construction: Define graph as \( G = (V, E) \), where \( V \) and \( E \) represent vertices and edges, respectively. Before constructing the graph, query-gallery pairs are formed by sampling \( N \) images from the database with the highest similarity score to the query image as gallery images. Therefore, hard negative samples are included in the gallery images, which allow the network to achieve more discriminative node representation. As such, a single graph with \( N \) nodes embeds the relationship between a single query image and \( N \) gallery images. Each node is associated with node features \( v_i \), which is defined as

\[
v_i = q - g_i, \quad i = 1, 2, ..., N
\]

where \( q \) and \( g_i \) are query and gallery feature vectors extracted from the CNN network. Nodes with query-gallery pair being the same class are labeled as 1, whereas nodes with query-gallery pair from different class are labeled as 0.

The edges between nodes are represented by an adjacency matrix \( A \) where its elements represent the edge weights between nodes. In this paper, we use cosine similarity to define the edge weights as the similarity between two gallery images. Given two gallery image feature vectors, \( g_i \) and \( g_j \), cosine similarity between them \( c_{ij} \) is defined as

\[
c_{ij} = \frac{g_i^T g_j}{||g_i|| ||g_j||}
\]

However, the above equation returns a value in the range \([-1, 1]\). To ensure the training process is stable and the constructed adjacency matrix is symmetric, we define the similarity using the angle distance so that the edge weight is in the range \([0, 1]\). The symmetric property is necessary because we are using spectral GNN, which receives undirected graphs as input. Hence, the edge weight between node \( i \) and node \( j \), \( a_{ij} \) is defined as

\[
a_{ij} = 1 - \frac{\arccos c_{ij}}{\pi}
\]

2) Graph Convolutional Layers: The goal of the GNN model is to predict whether each gallery image is positive or negative samples. Therefore, the problem is formulated as a binary node classification task, where the GCL is adopted to perform convolution in the graph structure.

GCL learns the node representations of a particular node by aggregating features from its neighbors and its own features. This can be done by adding self-loop using the formula, \( \hat{A} = A + I \). Besides, the adjacency matrix \( \hat{A} \) is normalized with the formula \( \hat{D}^{-1/2} \hat{A} \hat{D}^{-1/2} \) to ensure numerical stability and avoid the exploding/vanishing gradient issues. \( \hat{D} \) denotes the degree matrix of the normalized adjacency matrix \( \hat{A} \). The propagation rule is defined as

\[
X^{l+1} = \sigma(\hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} X^l W^l)
\]

where \( X^l \) represents the graph signal of the \( l \)-th layer, \( W^l \) denotes the trainable weight matrix, \( \sigma(\cdot) \) denotes the activation function. In addition, skip connection is introduced in the GCL to improve the learning of the model, as it has been used in CNN [53] as an effective approach to tackle the vanishing gradient problem. Hence, the graph signal can be updated by

\[
X^{l+1} = \sigma(\hat{D}^{-\frac{1}{2}} \hat{A} \hat{D}^{-\frac{1}{2}} X^l W^l + F(X^l))
\]

where \( F(\cdot) \) denotes the fully connected layers with trainable parameters.

The architecture of the proposed GNN is illustrated in Fig. 5. The input to the GNN model consists of adjacency matrix \( A \) and node features \( v \in \mathbb{R}^{N \times 1000} \). A two-layer GCL architecture is adopted with a fully connected layer as the final layer. The output of the final layer is fed into the sigmoid function to represent the probability of each node having the same class as the query image. A node with an output probability closer to 1 indicates the corresponding gallery image is similar to the query image and vice versa. ReLU is used as the activation of the GCN layer. Dropout [54] is commonly used in CNN to prevent overfitting. Similarly, we
utilized DropEdge [55] to randomly remove the graph edges as well as Dropout to alleviate the overfitting problem and improve the generalization ability of the model. DropEdge removes some edges of the graphs randomly and reduces the convergence speed of over-smoothing, which is also very convenient to be adopted in any GNN backbones. As mentioned in the section of graph construction, the gallery images are chosen based on their similarity to the query images and, therefore, contain imbalance positive and negative samples. Hence, we train the GNN with Focal loss [56] as a loss function to handle the class imbalance of the nodes, which is as follows:

\[
FL(p) = \begin{cases} 
-\alpha(1-p)^\gamma \log(p), & y = 1 \\
-(1-\alpha)p^\gamma \log(1-p), & \text{otherwise} 
\end{cases} 
\] (8)

where \( p \) is the predicted probabilities of each node, \( \alpha \) and \( \gamma \) are hyperparameters. Adjusting \( \alpha \) controls the ratio of loss caused by positive or negative samples. On the other hand, a larger value of \( \gamma \) will allow the model to focus more on hard samples and pay less attention to the easy samples.

3) Content-Based Retrieval: The final step of content-based retrieval (CBR) is to select top \( k \) images from the ranking list and return them as results. Therefore, a reliable ranking list is necessary to achieve good performance. In this paper, we utilize the outputs from the sigmoid function in the final layer as a ranking list representing the similarity score of each query-gallery pair. We return top \( k \) images in the ranking list as retrieved images after sorting the list into descending order so that most similar images ranked top.

IV. EXPERIMENT

A. Dataset

Experiments are conducted on two datasets, including the CE-MRI dataset [57] and a public dataset [58] from the Kaggle platform (Kaggle dataset for short), to verify the merits of the proposed MRCG. The MRI image size of the CE-MRI dataset is \( 512 \times 512 \), which consists of axial, coronal and sagittal views. The MRI images are collected from 233 patients with the total images reaches 3049 images. The dataset consists of 3 brain tumor classes, namely meningioma, glioma and pituitary tumors, where the number of samples for each class is listed in Table I.

<table>
<thead>
<tr>
<th>Tumor type</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>708</td>
</tr>
<tr>
<td>Glioma</td>
<td>1426</td>
</tr>
<tr>
<td>Pituitary</td>
<td>915</td>
</tr>
<tr>
<td>Total</td>
<td>3049</td>
</tr>
</tbody>
</table>

In addition, the Kaggle dataset is a combination of T1, T2, and FLAIR types MRI scans with 3264 brain MRI images in total. It contains 4 classes, including the same 3 tumor types from CE-MRI and images without tumors, where the number of samples for each class is listed in Table II.

<table>
<thead>
<tr>
<th>Tumor type</th>
<th>Number of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>937</td>
</tr>
<tr>
<td>Glioma</td>
<td>926</td>
</tr>
<tr>
<td>Pituitary</td>
<td>901</td>
</tr>
<tr>
<td>No tumor</td>
<td>500</td>
</tr>
<tr>
<td>Total</td>
<td>3264</td>
</tr>
</tbody>
</table>

B. Implementation

The main framework of the proposed MRCG combines the training of both the triplet CNN network and GNN. Input images to CNN are resized to \( 224 \times 224 \). CNN and GNN are both trained together for 100 epochs. The batch size used to train CNN and GNN are 32 and 64, respectively. Adam is used as an optimizer, with a learning rate of 0.0001 on training CNN and a learning rate of 0.0005 on training GNN. The weight of cross-entropy loss on CNN, \( \lambda \) equal to 1 following [59]. The margin of triplet loss is set to be 50. The hyperparameters of focal loss are set as \( \gamma = 2 \) and \( \alpha = 0.25 \) following [56]. The drop rate used for both Dropout and DropEdge is 0.5. The random seed is set to be 1 for each experiment. Both datasets are divided into the training set and test set in the ratio of 7:3. Our approach is implemented in the Pytorch and Pytorch Geometric [60] frameworks.

C. Evaluation Metrics

We evaluate the models with mean average precision (MAP). Firstly, precision is defined as the ratio of retrieved images that are relevant to the query image over the retrieved images:

\[
\text{precision} = \frac{|\{\text{relevant images}\} \cap \{\text{retrieved images}\}|}{|\{\text{retrieved images}\}|} 
\] (9)

Average precision is defined as

\[
\text{AP}@n = \frac{1}{\text{TTP}} \sum_{k=1}^{n} P@k \times \text{rel}@k 
\] (10)

where TTP denotes the number of ground truth positives, \( P@k \) denotes precision at rank \( k \), \( \text{rel}@k = 1 \) if the image at rank \( k \) is relevant and \( n \) is the maximum number of ranks considered. Besides, the MAP is formulated as:

\[
\text{MAP} = \frac{1}{Q} \sum_{i=1}^{Q} \text{AP}_i 
\] (11)

where \( Q \) denotes the number of query images. Therefore, MAP represents the mean of AP over total queries made.

D. Competing Methods

To evaluate the performance of the proposed MRCG, we compare our approach with five baseline models, which include a model using solely Siamese CNN [61] and four models that combine Siamese CNN and classic GNN methods. The Siamese CNN uses the same pre-trained Vgg16 as the
backbone, which is only used for similarity learning with the contrastive loss [62] as a loss function. Furthermore, the input graph of the baseline GNNs is constructed the same way as the proposed MRCG, with 50 nodes in each graph. All baseline models are trained for 100 epochs using Adam optimizer.

The GNN models used for comparisons include four classic spectral-based GNN methods: (1) ChebNet [47]; (2) GCN [48] as well as spatial-based GCN; (3) GraphSage [49]; (4) Graph Attention Network (GAT) [50]. For easy understanding, we use “+” to represent the baseline model that integrates both CNN and GNN, e.g., Siamese + GAT indicates a model that combines Siamese CNN and GAT.

Both Siamese + ChebNet and Siamese + GCN baseline models have similar settings, which consist of two graph convolution layers with L2 regularization only on the first layer. The models are trained with a learning rate of 0.0005 on CNN and a learning rate of 0.0001 on GNN. Besides, ChebNet is implemented using second-order Chebyshev polynomial by setting $K=2$.

On the other hand, the Siamese + GraphSage baseline has two graph convolution layers and is trained with a learning rate of 0.0005 on CNN and a learning rate of 0.001 on GraphSage. Besides, Siamese + GAT adopts similar settings as the inductive learning task setting in [50]. The model consists of three GAT layers with skip connections. In addition, multi-head mechanism is adopted where the first two layers consist of 4 attention heads and 6 attention heads for the final layer. The model is trained with a learning rate of 0.0005 on CNN and a learning rate of 0.0001 on GAT.

E. Results

The MAP in the CE-MRI dataset achieved by the proposed MRCG and other state-of-the-art models is reported as shown in Table III, whose results are calculated by averaging the MAP over the last 10 epochs. Similarly, the experimental results are shown in Table IV. Table V and Table VI demonstrate the performance of the proposed method on each class of the CE-MRI and the Kaggle datasets, respectively. Fig. 6 and Fig. 7 show examples of query and retrieve results on the CE-MRI and the Kaggle datasets, respectively, where we demonstrate the retrieval process by selecting an image from each tumor class as query images. The top 10 images in the ranking list ranked by our MRCG method are returned as retrieved images. The false retrievals are marked with a red bounding box.

F. Discussions

From Table III, it shows no significant improvements from baseline models that combine CNN and GNN compared with the model using Siamese CNN only. Siamese + ChebNet achieves the best performance among the baseline models, scoring 87.04% MAP, 84.15% precision@5, and 83.75% precision@10. This indicates the spectral GCN achieves better performance on the CE-MRI dataset in this retrieval task. Nevertheless, our method achieved the best performance, scoring 88.64% MAP, 87.17% precision@5, and 86.60% precision@10. Compared with the second-best results from Siamese + ChebNet, the proposed MRCG can succeed by about 1.6% MAP, 3% precision@5, and 3% precision@10, which shows a significant improvement from our work.

Table IV shows experiments conducted on the Kaggle dataset, where baseline models that combine CNN and GNN achieve 1-4% improvement compared with the model using Siamese CNN only. The Siamese + GAT baseline model achieves the best 82.05% MAP results among the baseline models, which shows the attention mechanism and skip connection implemented in the GAT baseline is beneficial to achieve a good retrieval performance. However, our method outperforms all baseline models significantly, showing an improvement of 6-8% MAP compared with the baseline models without the attention mechanism. Furthermore, our model achieves 6-11% better performance in terms of precision@5 and precision@10 compared with all the baseline models. The proposed MRCG is the only model scores above 80% in terms of precision metrics. Although the Kaggle dataset, which consists of 4 classes, is a challenging task for counterparts, our proposed MRCG can still maintain a good performance.

### Table III
**Comparison with baseline models on the CE-MRI Dataset.**

<table>
<thead>
<tr>
<th>Models</th>
<th>MAP (%)</th>
<th>Prec@5 (%)</th>
<th>Prec@10 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siamese</td>
<td>86.01 ± 0.44</td>
<td>82.65 ± 0.75</td>
<td>82.79 ± 0.59</td>
</tr>
<tr>
<td>Siamese + ChebNet</td>
<td>87.04 ± 0.69</td>
<td>84.15 ± 0.94</td>
<td>83.75 ± 0.65</td>
</tr>
<tr>
<td>Siamese + GCN</td>
<td>86.42 ± 0.96</td>
<td>83.58 ± 1.10</td>
<td>83.24 ± 0.77</td>
</tr>
<tr>
<td>Siamese + GraphSage</td>
<td>86.50 ± 0.84</td>
<td>83.46 ± 0.99</td>
<td>83.44 ± 0.81</td>
</tr>
<tr>
<td>Siamese + GAT</td>
<td>86.27 ± 0.73</td>
<td>82.87 ± 0.79</td>
<td>82.98 ± 0.81</td>
</tr>
<tr>
<td>MRCG (Ours)</td>
<td><strong>88.64 ± 0.64</strong></td>
<td><strong>87.17 ± 0.73</strong></td>
<td><strong>86.60 ± 0.65</strong></td>
</tr>
</tbody>
</table>

### Table IV
**Comparison with baseline models on the Kaggle Dataset.**

<table>
<thead>
<tr>
<th>Models</th>
<th>MAP (%)</th>
<th>Prec@5 (%)</th>
<th>Prec@10 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Siamese</td>
<td>78.15 ± 0.68</td>
<td>73.28 ± 0.84</td>
<td>72.91 ± 0.66</td>
</tr>
<tr>
<td>Siamese + ChebNet</td>
<td>80.51 ± 1.17</td>
<td>76.13 ± 1.60</td>
<td>76.03 ± 1.35</td>
</tr>
<tr>
<td>Siamese + GCN</td>
<td>79.62 ± 1.07</td>
<td>74.85 ± 1.33</td>
<td>74.80 ± 1.18</td>
</tr>
<tr>
<td>Siamese + GraphSage</td>
<td>80.75 ± 0.93</td>
<td>76.17 ± 1.06</td>
<td>75.67 ± 0.98</td>
</tr>
<tr>
<td>Siamese + GAT</td>
<td>82.05 ± 0.96</td>
<td>78.34 ± 1.28</td>
<td>77.70 ± 1.17</td>
</tr>
<tr>
<td>MRCG (Ours)</td>
<td><strong>86.59 ± 0.35</strong></td>
<td><strong>84.38 ± 0.67</strong></td>
<td><strong>83.68 ± 0.70</strong></td>
</tr>
</tbody>
</table>

### Table V
**Performance of the proposed method on each class of the CE-MRI Dataset.**

<table>
<thead>
<tr>
<th>Tumor type</th>
<th>MAP (%)</th>
<th>Prec@5 (%)</th>
<th>Prec@10 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>79.82</td>
<td>77.65</td>
<td>75.52</td>
</tr>
<tr>
<td>Glioma</td>
<td>88.09</td>
<td>86.33</td>
<td>86.52</td>
</tr>
<tr>
<td>Pituitary</td>
<td>95.34</td>
<td>94.57</td>
<td>94.66</td>
</tr>
</tbody>
</table>

### Table VI
**Performance of the proposed method on each class of the Kaggle Dataset.**

<table>
<thead>
<tr>
<th>Tumor type</th>
<th>MAP (%)</th>
<th>Prec@5 (%)</th>
<th>Prec@10 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>77.37</td>
<td>71.47</td>
<td>73.33</td>
</tr>
<tr>
<td>Glioma</td>
<td>80.38</td>
<td>77.07</td>
<td>76.80</td>
</tr>
<tr>
<td>Pituitary</td>
<td>92.84</td>
<td>91.73</td>
<td>91.80</td>
</tr>
<tr>
<td>No tumor</td>
<td>93.70</td>
<td>92.93</td>
<td>92.00</td>
</tr>
</tbody>
</table>

In addition, Table V and Table VI show that both meningioma and glioma tumors achieve a lower score. The reason might be because meningioma and glioma tumors have a
similar appearance. Therefore, the retrieval performance is affected on the two tumors. Specifically, for the pituitary tumors in the CE-MRI dataset, the proposed MRCG can achieve over 90% in terms of MAP and precision metrics.

Table VI shows images with no tumor score highest, although the sample size is smallest among other classes. This implies that brain images without tumors have a distinctive appearance. Specifically, the proposed MRCG can achieve 92.84% MAP, 91.73% precision@5, and 91.80% precision@10 for pituitary tumors. Furthermore, it has 93.70% MAP, 92.93% precision@5, and 92.00 precision@10 for no tumor, which is even higher than that of pituitary tumors and shows the outstanding retrieval performance of the proposed MRCG.

From the Fig. 6, both the retrieval results of glioma and pituitary tumors show no error in the top 10 images. For meningioma tumors, only the ninth in the ranking list gives the wrong one, which shows a good performance on the CE-MRI dataset.

Fig. 7 shows examples of query and retrieve results on the Kaggle dataset, which contains four classes and is a relatively hard dataset compared with the CE-MRI dataset. From the figure, retrieval results of pituitary tumors have two wrong results in the sixth and tenth, both of which should belong to meningioma. For meningioma and no tumors, only one wrong result emerges, which is in the ninth of the ranking list and should be glioma tumors. Besides, it shows no error in the top 10 retrieval results for glioma tumors, which verifies the good performance of the proposed MRCG on the Kaggle dataset.

Besides the overall performance of the proposed MRCG, the node class distributions of the CE-MRI and the Kaggle datasets are shown in Fig. 8 and Fig. 9, respectively, to verify the class imbalance problems. In Fig. 8, 10 queries are chosen from each class and the top 50 most similar gallery images are selected for each query. For meningioma tumors which including a total of 500 gallery images, only 136 samples belong to different classes and the other 364 belong to the same one. Similar to meningioma tumors, it has 392 and 465 samples belonging to the same class for glioma and pituitary tumors, respectively, which is much higher than that belonging to the different classes from a total of 500 gallery images. Hence, the class imbalance problem in node classification exists, which is why the Focal loss is adopted in the GNN.

Similar to the CE-MRI dataset, the node class distribution of the Kaggle dataset is shown in Fig. 9. The class imbalance problem still exists, especially for glioma, pituitary tumors and no tumor. Specifically, only 71, 98, and 57 samples from 500 gallery images belong to different classes for glioma, pituitary tumors and no tumor, respectively. Most samples belong to the same class for all the four classes in the Kaggle dataset. Hence, the Focal loss in this work can help combat the node class imbalance problem and effectively improve retrieval performance.

V. CONCLUSION

In this paper, an MRI retrieval system for IoMT utilizing the relationship between multiple gallery images to overcome
the limitations of traditional similarity learning. By modeling the relationship between images using graph structure, a GNN is utilized to learn the node representations. In addition, some modifications have been made to the network architecture of the triplet CNN and GNN to improve the retrieval performance, of which Focal loss is adopted to handle the node imbalance problem and focus on the loss induced by hard samples during GNN training. Experimental results on benchmark datasets show that the proposed method outperforms all other counterparts, with a significant improvement in the experiments on the CE-MRI and Kaggle datasets, which lays a good foundation for secure and private IoMT applications. Further work can be conducted on cross-modality medical image retrieval for more applications. Besides, learning discriminative node representations can be included to further improve retrieval performance in the future. And how to build an end-to-end system based on the proposed MRCG is also a challenge. One of the feasible ways might be to fuse the graph construction process into the CNN or GNN.
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